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Abstract

This article proposes a novel image-based method to
transfer illumination from a reference face image to a tar-
get face image through edge-preserving filters. Accord-
ing to our method, only a single reference image, without
any knowledge of the 3D geometry or material informa-
tion of the target face, is needed. We first decompose the
lightness layers of the reference and the target images into
large-scale and detail layers through weighted least square
(WLS) filter after face alignment. The large-scale layer of
the reference image is filtered with the guidance of the tar-
get image. Adaptive parameter selection schemes for the
edge-preserving filters is proposed in the above two filter-
ing steps. The final relit result is obtained by replacing the
large-scale layer of the target image with that of the refer-
ence image. We acquire convincing relit result on numer-
ous target and reference face images with different light-
ing effects and genders. Comparisons with previous work
show that our method is less affected by geometry differ-
ences and can preserve better the identification structure
and skin color of the target face.

1. Introduction

Image-based photo-realistic face relighting without 3D
model has been extensively studied in the computer com-
munity and widely used in film production and game enter-
tainment. However, it is still a challenging problem when
only a single reference image is available.

Recently, many face relighting methods have been pro-
posed such as morphable model based methods [17] and
quotient image based methods [14, 2]. However, according
to morphable model based methods, a collection of scanned
textured 3D faces is often needed; while in quotient image
based methods are required two reference face images: one
has similar lighting effects to the target image, and the other
has the desired novel lighting effects.

For more convenient use and wider application, our ob-
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jective is to generate photo-realistic relighting result of a
frontal face image taken under nearly uniform illumination,
so as to make the result as similar as possible in lighting
effects to that of only a single reference face image under
another illumination (see Figure 1).

(a) target face (b) reference face (c) relit result

Figure 1. The objective. (a) is the target face image, and (b) is
the single reference image. (c) is our relit result which has similar
lighting effects to that of (b).

The point of the achievement of this objective is that with
the interference from the material and geometry informa-
tion, how to extract the illumination component from a sin-
gle reference image. The illumination component is to be
used to relight the target image. Due to the ill-posedness
of the problem, current automatic methods of extracting
illumination component from a single image such as [15]
will often fail to handle complex natural images, especially
when large lighting contrast exists. Even by using an user-
assisted as approach proposed by Bousseau et al. [1], the
separated illumination components still contain not just illu-
mination but also some geometry and material information.
This is far from true illumination component where object
reflectance is all the same. The face relighting results would
thus be influenced.

Most of current single face relighting methods such as
[7] are related to face recognition. They are often used
to deal with low-resolution face images, aiming to remove
the light and the shadows in the face for recognition rather
than generate convincing relighting results as surveyed in
[16]. Jin et al. [9] have used local lighting contrast fea-
tures to learn artistic lighting template from portrait pho-
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tos. However the template is designed for classification and
numerical aesthetic quality assessment of portrait photos.
Thus, the template is not suitable to transfer illumination.
In the application of face makeup transfer by a single refer-
ence image, Guo and Sim [6] adopt a gradient-based edit-
ing method, which add only large changes in the gradient
domain of the reference image to the target image so as to
transfer highlight and shading. However, their assumption
that large changes are caused by makeup holds if the illu-
mination of the reference image is approximately uniform.

To the best of our knowledge, the work most simi-
lar to ours is [12]. They relight a single image using
a single reference image. They decompose images into
large-scale layer (considered as illumination dependent)
and small-scale layer (considered as illumination indepen-
dent) in RGB channels respectively, and then get the result
by re-combination of the target small scale layer and the
reference large-scale layer in each channel. However, the
color of the target face is not preserved well.

Recently, edge-preserving filters have been an active re-
search topic in computational photography [10, 3, 8]. Edge-
preserving filters can smooth an input image and preserve
the edges of another image at the same image, and the two
input images can be the same or not. Retinex theory [11]
tells us that large-scale variance in image is caused by il-
lumination variance, and small-scale variance is caused by
reflectance variance. Edge-preserving smoothing can sepa-
rate the image into large-scale layer and detail layer, detail-
scale retaining small variance and large-scale large variance
of the original image. For our single face relighting task,
we are thus inspired to apply edge-preserving smoothing to
approximate the process of decomposing lightness into il-
lumination independent layer (reflectance) and illumination
dependent layer (shading).

We analyze the performance of edge-preserving filters in
our scenario (see Figure 1). As Weight least square(WLS)
filter [3] shows best performance in image detail decompo-
sition, we choose WLS filter for our detail decomposition
process. The joint bilateral filter [10] could make the fil-
tered result preserve well the structure of the target object,
but may lose much shading distribution. WLS filter could
make the filtered result preserve shading distribution of ref-
erence object well but may lose the edge structure of the
target object. Guided filter [8] presents a straightforward
method to smooth a single image with the guidance of an-
other image by taking the assumption that the output image
is a linear transform of the guidance image in local win-
dows. When the input image and the edge image are differ-
ent, it can get good results. For our task we observe guided
filter [8] could perform a better trade-off between shading
distribution preservation and edge structure preservation.

In this paper, we present a method of frontal face image
relighting based on a single reference face image. The light

color is considered as nearly white. We first decompose im-
ages into three layers: color, large-scale, and detail layers;
second, as it is assumed that lighting variance retains on the
large-scale layer, we operate only on the large-scale layer.
We next apply edge-preserving filters to smooth the large-
scale layer of the reference image and preserve the edges
of the large-scale layer of the target image; Finally, we get
convincing relit result while preserving good identification
characteristics of target face.

Our main contributions include: (1) A framework of face
illumination transfer based on edge-preserving filters , and
(2) Adaptive parameter selection schemes in WLS filter and
guided filter for face relighting.

2. Face Illumination Transfer
The workflow of our method is illustrated in Figure 2.

The face alignment, layer decomposition and adaptive pa-
rameter selection schemes for edge-preserving filtering will
be described in this section.

2.1. Face Alignment

To transfer the illumination effects from a reference face
to a target face, we need to warp the reference face im-
age according to target face image. We employ Active
Shape Model (ASM[13]) with 104 mark points to identify
the mark points on both images. Due to various changes
of different faces under various illuminations, current ASM
methods tend to fail to locate the accurate mark points,
therefore we get a rough initial mark points by using ASM,
and then refine their accurate position in an interactive way.
In our experiments, one minute is enough to fix the mark
points accurately. We then take the mark points as control
points to warp the reference image according to the target
image by using the affine transform.

2.2. Layer Decomposition

First, we decouple the image into lightness and color,
and the lighting effects are considered mainly retained on
lightness. We choose CIE 1976 (L∗,a∗,b∗) color space, as it
could separate color image to lightness and color well, L∗

channel contains lightness information (similar to human
perception lightness), and a∗ channel and b∗ channel con-
tain color information. We employ edge-preserving filters
to smooth the lightness layer so as to obtain the large-scale
layer and then use division to obtain the detail layer.

d = l/s (1)

Lightness layer, large-scale layer and detail layer are de-
noted as l, s, and d. The detail layer d can be considered as
illumination independent, and large-scale layer as illumina-
tion dependent. We choose to apply WLS filter to decom-
pose the lightness layer into the large-scale layer and the
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Figure 2. The workflow of the proposed method. The reference face image is warped according to the shape of the target face. Both the
target image and the warped reference image are cropped to the contour of the mark points. Then the two cropped images are decomposed
into lightness layer and color layer, and only lightness layer is operated on. The two lightness layers are decomposed into the large-scale
layer and the detail layer by using WLS filter. The reference large-scale layer is filtered with the guidance of the target large-scale layer
using guided filter to form the large-scale layer of the relit result. By compositing the filtered large-scale layer and the target detail layer,
the lightness layer of relit result is obtained. Finally, the relit result is calculated by compositing the lightness layer and the color layer of
the target face image.

detail layer. It is observed that WLS filter can perform well
in decomposing lightness into the large-scale layer (similar
to shading) and the detail layer (containing reflectance).

2.3. WLS filter with Adaptive Parameter

WLS filter in [3] performs the same level of smoothing
all over the image. But when WLS filter is used in our task,
it is expected to perform different levels of smoothing on
different regions of the image. Similar to [6], we set dif-
ferent different smooth levels in different regions of the im-
age. Thus, the modified version of the energy function of
WLS[3] filter is

E = |l − s|2 +H(∇s,∇l) (2)

H(∇s,∇l) =
∑
p

(λ(p)(
(∂s/∂x)2p

(∂l/∂x)αp + ε
+

(∂s/∂y)2p
(∂l/∂y)αp + ε

)).

(3)
where, |l−s|2 is the data term to keep s as similar as to l, and
H(∇s,∇l) is the regularization term to make s as smooth
as possible. The subscript p denotes the spatial location of a
pixel. α controls over the affinities by non-linearly scaling
the gradients. Increasing α will result in sharper preserved
edges. λ is the balance factor between the data term and
the smoothness term. Increasing λ will produce smoother
images.

It is observed that the less flat the region is, the larger
λ is required. In the flat region, a small λ is enough to
produce a good separation of the large-scale and the detail
layers. Most reflectance information can then be retained in
the detail layer. However, in the regions such as facial hair
and eyebrows, a larger λ is required to perform higher level
of smoothing, so that reflectance can be better maintained
in the detail layer.

A simple way to set λ over the image is as follows: First,
vertical and horizon gradients gx and gy of lightness l are
calculated, and a threshold t1 is given, second, for each
pixel p, compute the number of the pixels with the gradi-
ent scale larger than threshold t1 in the local window of p,

γ(p) =
∑
i∈wp

(
√

(∂l/∂x)2i + (∂l/∂y)2i ≥ t1). (4)

After γ is normalized to 0-1, we set λ as follows,

λ(p) = λs + (λl − λs) ∗ γ(p), (5)

where λs and λl refer to the smaller and larger λ to control
the lowest and highest levels of smoothing.

In our experiments, α = 1.2 , the local window radius is
8, λs = 1, λl = 4 ∗ λs and t1 = 0.02.

As shown in Figure 3 , by setting different λ spa-
tially, WLS filter performs different levels of smoothing and
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(a) (b) (c) (d)

(e) (f)

Figure 3. (a) Target lightness layer, decomposed to large-scale
layer (d) by using a same λ over all the image; (b) is normal-
ized γ, which is used to calculate spatial λ. (c) is the large-scale
layer calculated by using spatial λ determined by (b). It could be
observed that (c) can obtain less detail information than (d) in the
regions of facial hair and eyebrows.

higher level of smoothing on the regions such as facial hair,
eyebrows, etc.. Large-scale layer can be obtained to retain
less detail information on the corresponding regions than
using a same λ over all the image.

2.4. Guided Filter with Adaptive Parameter

(a) (b) (c) (d)

Figure 4. (a) A rough contour line is decided by face mark points;
(b) the face structure region is then determined by the contour line;
(c) the Canny edge detector is applied to the face structure region;
(d) distance transform is employed to the detected edges, for the
pixels far from edges, smaller kernel sizes are used, and for the
pixels near the edges, larger kernel sizes are used.

The reference large-scale layer is filtered by guided filter
with the guidance of the target large-scale layer. Guided
filter [8] is briefly described here. Guided filter has a key
assumption that it is a local linear model between guidance
I and filtered output q, as q is the linear transform of I in
the window wk centered at the pixel k:

qi = akIi + bk,∀i ∈ wk, (6)

where, ak and bk are assumed to be constant in wk. Then,
the linear coefficients ak and bk are determined by mini-
mizing the difference between q and filter input P . The cost
function is defined in Eq.7.

(a) target (b) reference (c) r = 3 (d) r = 18 (e) adaptive r

Figure 5. Large-scale layers with different guided filter parame-
ters. (a) target large-scale layer; (b) reference large-scale layer; (c)
a single kernel size r = 3 is used over all the image; (d) a sin-
gle kernel size r = 18 is used over all the image; and it can be
observed that (c) preserves much more structures of the reference
image, it retains much shading information as well as more iden-
tification characteristics of the reference face; (d) maintains the
structure of the target face well, but blurs the shading information
of the reference face; (e) performs a trade-off between preserving
the target structure in the face structure region and retaining the
shading information of the reference face by using adaptive kernel
sizes.

E(ak, bk) =
∑
i∈wk

((akIi + bk − Pi)2 + εa2k). (7)

[8] gives the output of ak and bk:

ak =

1
|w|
∑
i∈wk

IiPi − µkP k
σ2
k + ε

(8)

bk = P k − akµk, (9)

where µk and σk are the mean and the variance respectively
in wk, |w| is the pixel number in wk, and P k is the mean of
P in wk. Then the linear model is applied to all local win-
dows in the image, for a pixel i involved in all the windows
wk that contain i. In [8], they average all possible values
of ak and bk. We observe that the averaged ak and bk is
similar to the smoothed version of ak and bk which are di-
rectly computed by the windows that they are centered. In
fact, when the guidance I and the filter input P are different
images, the filtered result with the averaged ak and bk and
the filtered result with ak and bk from the centred window
have little difference. Thus, we omit the average process,
and consider ak and bk from the centered window of pixel
i as the representation of all ak and bk from the windows
involved in pixel i.

Since it is hard to fix a kernel size (window radius above)
for our task, a large kernel size can make the filtered result
preserve the edge structure of the target object, but blur the
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shading information; a small kernel size can get the oppo-
site result. As guided filter is a totally local method, it can
be extended to different kernel sizes in different regions.
Edges in the face structure region (such as eyes, eyebrows,
nose and mouth) are important and edges in other regions
are less important. We thus set the kernel size a small value
in the non-face-structure region and treat the face structure
region carefully, which can preserve better the structure of
the target face by sacrificing part of the shading distribution
in the face structure region.

We extend guided filter to different kernel size spatially
as follows: we first define a mask containing face struc-
ture region, and then treat pixels in the mask region care-
fully. Our basic idea is to set the kernel size near the edges
in the face structure region to be of larger value, and dis-
tance transform is applied to set the kernel size that gradual
changes of the gradual change of the distance away from the
edges in face structure region. As shown in Figure 4, Ker-
nel size r in the face structure region is decided as follows:
First, the mark points can construct a rough contour of the
face structure, and then the face structure region is deter-
mined; second, the Canny edge detector is applied to detect
the edges in the face structure region of the large-scale layer
of the reference face; third, for the edges in the face struc-
ture region, compute the distance of all pixels from these
edges. Finally, spatially kernel sizes are defined by Eq.10
and 11.

dist(p) = |p− q(min
q

(|q − p|))| (10)

r(p) =

{
r0 + (r1 − r0) ∗ (Td−dist(p))

dt
if dist(p) ≤ Td

r0 others
(11)

|p1−p2|means the Euclidean distance from pixel p1 to pixel
p2. We set r1 = 18, r0 = 3. Td is a threshold of dist(p)
and we set Td = 10 in our experiments.

As shown in Figure 5, our modified guided filter with
different kernel sizes over the entire image performs well
the trade-off between preserving the edges of the target im-
age and preserving the shading distribution of the reference
image.

After we filter the reference large-scale layer with the
guidance of the target large-scale layer by using our modi-
fied guided filter, the desired target lightness is got by com-
positing the filtered reference large-scale layer and the tar-
get detail layer. Finally, we get the relit result by incorpo-
rating the color information of the target face.

3. Experiments
Relit results with adaptive parameters. Performance

of our relighting method majorly relies on decomposition of
lightness layer into large-scale and detail layer using WLS

filter, and guided filtering process of the reference large-
scale layer with the guidance of the target large-scale layer.

To validate the efficiency of the proposed method, we
first check the function of our modification on WLS filter
parameter choice. As shown in Figure 6, by setting larger
λ in the facial hair and eyebrow regions, less reflectance
information would retain in the large-scale layer and more
reflectance information retain in detail layer, and the relit re-
sult can then retain more detail identification characteristics
of the target face.

(a) λ = 1 (b) adaptive λ (c) λ = 4

Figure 6. Our relit results with different WLS filter parameters.
(a) is relit result when over all the image, the WLS filter parameter
λ = 1; (b) is the relit result when the WLS filter parameter is set to
spatially different by using our method; (c) is the relit result when
over all the image, WLS filter parameter λ = 4. It’s observed that
the larger the value of λ is, the more details are retained on the
final result, but the lighting effect is also weakened. Our strategy
can ensure that the final relit result preserve well the details and
generate well the shading effect at the same time.

(a) reference

(b) target (c) r = 3 (d) adaptive r (e) r = 18

Figure 7. Our relit results with different guided filter parameters.
(a) reference image, (b) target image, (c) the relit result for setting
guided filter parameter r = 3 over all the image, (d) the relit result
when the guided filter parameter r is set to be different spatially
over all the image, (f) the relit result for the guided filter parameter
r = 18 over all the image. It can be found that blurring can be seen
around the eye structure in (c), shading contrast is weakened in (e),
and our method in (d) can preserve the identification structure and
retain the shading contrast at the same time.
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We then check of the effect of our modification on guided
filtering process. As shown in Figure 7, our method per-
forms well in preserving the identification structure and re-
taining the shading of the reference object at the same time.

In Figure 8, we present some experiment results. The re-
sults show that our method can perform well in illumination
transfer between genders, and also between color and grey
images. More results are in the supplemental material.

target

reference
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Figure 8. Our illumination transfer results between genders, and
also between color and grey images.

reference target our  results [Li et al. 2009]

Figure 9. Comparison with Li et al.[12]. Our method better retains
the color information of the target face while the method of Li et
al. transfers the reference color to the target face. Our method also
maintains better the identification structure of the target face.

Comparison with the previous methods. We compare
our method with the previous work. In [2], they relight a
single target image under the frontal lighting condition by
using two reference images (one is the reference image un-
der the frontal lighting condition and the other is the refer-
ence image under the desired lighting condition). We use
our method to relight a single image by using a single refer-
ence image. For a sake of a fair comparison, we also relight
a single image by using a pair of reference images: first, a
pair of reference images are divided pixel-to-pixel to get a
quotient image, then the image warping technique is used

to warp the reference quotient image according to the tar-
get image, and a rough relit result of the target image is
acquired by multiplying the target image and the warped
quotient image pixel-to-pixel, then the rough relit result is
used as the input of our 2D-2D method.

As shown in Figure 10, the method in [2] over-stresses
that the quotient image of the relit result and the original
target image is locally scaled to warped reference quotient
image; therefore, it introduces more reference shading de-
tails to the relit result. But the assumption that the target
face and the reference face have similar geometry and re-
flectance usually could not be fulfilled in practice. Preserv-
ing more reference shading details of the target face may not
ensure more naturalness and realness of the relit result. In
contrast, according to our method, the image is decomposed
into three layers, and only the large-scale layer of lightness
is operated on so as to it avoid the introduction of much
shading variance caused by the geometry difference of the
reference and the target faces. In addition, our method with
guided filter stresses that the relit result with the target im-
age in local window can preserve the liner model and main-
tain better identification characteristics of the target face.

Chen et al.
with 2 ref.

our results
with 1 ref.

our results
with 2 ref.

reference

target 

Figure 10. Comparisons with Chen et al.[2]. The first row is 3 ref-
erence images from YaleB [4] (it should be noted that according
to the method in [2], one reference image under the frontal light-
ing condition and one reference image under the desired lighting
condition are needed, and the reference images under the frontal
lighting condition are not shown here), and the images in the first
column are target images. The second row contains results of [2].
The third row contains our results using a single image as the ref-
erence image. The fourth row contains results of our method by
using the rough results of quotient image based method as the ref-
erence images.

Figure 9 gives a comparison of our result with [12]. Un-
like [12], in our method, only the lightness layer is operated
on, leading to unchanged color of the relit result. Further-
more, by using edge-preserving filters in our method is in-
troduced less shading details caused by geometry difference
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(a) target (b) reference (c) our results

Figure 11. Illumination transfer between simple objects. ((a) and
(b) are from the Amsterdam Library of Object Images [5] )

between the target and the reference faces.
Relighting general objects. Our method can also be

used to relight the general object when the reference object
and the target object have similar geometry and reflectance.
Figure 11 shows the results of illumination transfer between
a ball and an egg. Mark points are marked by hand, and our
method is then followed. It can be seen that the relighting
result is natural and photo-realistic.

4. Conclusion and Discussions
In this paper, we have presented a novel image-

based method for face illumination transfer through edge-
preserving filters. We also propose adaptive parameter se-
lection schemes in WLS filter and guided filter processes
in face relighting application. The main advantage of our
method lies in that only a single reference image is required
with 3D geometry or material information of the target face.
Convincing relit results demonstrate that our method is ef-
fective and advantageous in preserving the identification
structure and skin color of the target face.

Limitation and future work. The ASM we adopt in our
study could only locate frontal face well, we thus only test
our method with both the target face and the reference face
being frontal. And the ASM also fails to locate accurate
mark points under hash lighting, and more manual manipu-
lations are thus required. In future work, we would employ
more effective methods to reduce the amount of manual cor-
rection. In our method, we make a trade-off between pre-
serving the shading and the identification structures in face
face structure regions. We would introduce learning based
method to detect the shadows in human face for the param-
eter selection in the our relighting method. To overcome the
assumption of similar shape between the reference and the
target faces, we would explore a scheme for reference face
selection in the future work.
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